
if sensor1 measures a value in range R, then sensor2 must  measure a value in the
range R2 
if a sensor with type T inside Pipe P measures a value in range R, then a  sensor
with type T2 inside Junction J must measure a value in range R2
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 Introduction 

Funded by the Dutch Research Council (NWO), in the scope of Digital Twin for Evolutionary Changes in water networks (DiTEC) project, file number 19454.

 Method 

  Results & Discussion 

1. Smart environments are cyber-physical systems with
automated sensing, learning, and reasoning capabilities.

2. High-stakes decision-making in smart environments
requires interpretability.

3. Existing interpretable machine learning methods are
not tailored for large-scale heterogeneous smart
environment data, and result in rule explosion.

Motivation

1. How to do knowledge discovery over the sensor data
and associated semantics in smart environments, without
rule explosion?

2. How to utilize learned patterns and background
knowledge for automated decision-making?

Research Objectives

Background

1. Semantics, ontologies and knowledge graphs, are used in system and data modeling.

2. Rule learning, a common interpretable machine learning method, can reveal associations in smart environment
data, enable fast inference and easy domain knowledge integration.
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Example: Semantic Association Rules

Semantics Enables Generalizability High-Quality Concise Rule Sets Discussion

Me

1. Semantics can help learning
generalizable semantic association rules.

2. Neurosymbolic can enable large-scale
knowledge discovery.

3. Interpretable machine learning can
automate decision-making by domain
knowledge integration and knowledge-
enriched inference.

4. Better ways of Neurosymbolic
integration is needed.

Knowledge Graph

Timeseries Sensor Data

LeakDB - Vrachimis et al. 2018

Learn and extract the most prominent associations from neural representations of
holistic smart environment data.

Tackles rule explosion and results in substantially lower execution time.

Neurosymbolic Semantic Association Rule Learning


