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Knowledge discovery: Reveal associations between data features, e.g., columns of a 
given table (ARM).
Interpretable inference: Draw conclusions using learned rules instead of black box 
models, such as classification rules.

Formalization: Table with  features , each with classes . 
Define the item universe .  
Each row (transaction)  satisfies 
An association rule is  with , , .  
Logical form:  (Horn clause in CNF).  

Gene expression datasets:

How to Boost Knowledge Discovery 
in a Low-Data Regime?

Empirical Analysis
Neurosymbolic ARM is Scalable!

Gene2(high)  Gene29(high) → Gene14(low)

Example: 20 features, 4 values each, 
 rules!

Gao et al. 2015.
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Rule Explosion:

Even small datasets can generate
millions of redundant or trivial
rules --- slow, hard to interpret, 
and unscalable.

Empirical result: NeSy method scales 1-2 orders of magnitude faster, despite low data!

Empirical result: A concise set of higher-quality association rules!

Metrics: 
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 / 
 /  

Intuition: Autoencoders capture feature associations via reconstruction. If, after
training, a forward pass with marked categories  reconstructs categories   with
high probability, then   (no self-implication).

(Boxology), van Bekkum et al. 2021

(Aerial+), Karabulut et al. 2025

Neurosymbolic ARM2

Observation:
The reconstruction objective of
Aerial+ prioritizes significant
patterns rather than  redundant
patterns!

Weight initialization from tabular foundation models (Aerial+WI) and semantic
alignment of table embeddings with code layers using a dual loss function (Aerial+-DL)

(TabPFN), Hollmann et al. 2025
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Dataset dependency: Algorithmic methods' execution time increases with data density
(many high-support itemsets), while Aerial+ maintains constant polynomial-time extraction
regardless of density.

Validation scope: Testing on more diverse domains and datasets with higher instance-to-
feature ratios (n ≫ d) needed to assess convergence and rule quality

Foundation model constraint: Current approach limited to TabPFN (only available
tabular foundation model with table embedding interface); designed for
classification/regression rather than column associations

Background knowledge in knowledge discovery: What other types of knowledge, e.g.,
structured or bayesian, can be utilized in knowledge discovery?


